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SYLLABUS

Name: Optymalizacja wypukła (1000-3M22OW)
Name in Polish:
Name in English: Convex Optimization

Information on course:
Course offered by department: Faculty of Mathematics, Informatics, and Mechanics
Course for department: Faculty of Mathematics, Informatics, and Mechanics

Default type of course examination report:
Examination
Language:
English
Short description:
This is an introduction to convex optimization, giving an overview of the landscape of convex optimization problems, and covering the most 
important convex optimization algorithms and lower bounds, as well as convex modelling techniques. The lab sessions cover common 
approaches to solving convex problems in practice.
Description:
Many problems in Machine Learning can be formulated as optimizing a function in R^n under a number of constraints, formulated as 
inequalities. While this model is general enough to include provably hard problems, it becomes provably tractable under certain 
assumptions. Perhaps the most important examples are problems which can be modeled as optimizing a convex function under a set of 
constraints that describes a convex set. The course will cover the most important algorithms for such convex optimization problems 
including gradient descent, subgradient method, barrier method or Newton’s method. It will also include algorithms and properties of an 
especially well understood special case of convex optimization, namely linear programming. As an important side topic, we will also 
discuss discrete problems that arise from convex problems by adding the integrality constraints (e.g. integer linear programming).

After the course, the students should be able to recognize which problems can be formulated as convex problems and understand that the 
efficiency of algorithms for solving these problems is influenced by the class of constraints used. We will see a hierarchy of these classes 
(convex programming, semidefinite programming, second-order cone programming, quadratic programming, linear programming). We will 
practice modeling problems using constraints from these classes, as well as applying available solvers (open source or commercial with 
free academic license).

Assessment methods and assessment criteria:
There will be home assignments and a written exam. The final grade will depend on performance on both.
Main fields of studies for MISMaP
computer science

Type of course
elective monographs

Mode
Classroom

Prerequisites (description)
There are no formal requirements but we assume that students have basic knowledge of linear algebra and mathematical analysis of 
many variables, and know the basics of programming in python.

Element of course groups in various terms:
Course group description First term Last term

Elective courses for Machine Learning (1000-OBIER-ML) 2022

Course credits in various terms:
<without a specific program>

Type of credits Number First term Last term

European Credit Transfer System (ECTS) 6 2022

Machine Learning (S2-PRK-ML)
Type of credits Number First term Last term

missing type of credits description in English (1000-OBIER) 1 2022


