
USOSweb: Szczegóły przedmiotu: 1000-2M21IUM, w cyklu: <brak>, jednostka dawcy: <brak>, grupa przedm.: <brak>
Strona 1 z 2 15.01.2023 23:18

SYLLABUS

Name: Interaktywne uczenie maszynowe (1000-2M21IUM)
Name in Polish:
Name in English: Interactive Machine Learning

Information on course:
Course offered by department: Faculty of Mathematics, Informatics, and Mechanics
Course for department: Faculty of Mathematics, Informatics, and Mechanics

Default type of course examination report:
Examination
Language:
English
Short description:
During the course, techniques of interactive data mining and constructing machine learning models will be presented. In particular, active 
learning and visual data mining techniques will be discussed.
Description:
The main topics discussed during the course:

1. Active learning.
2. Selection of examples for effective model training.
3. Model updates and incremental learning.
4. Active learning using batches of examples:
 a. Ensuring batch variety.
 b. Measures of the representativeness of examples.
5. Optimizing the selection of examples for experts.
6. Methods of achieving a consensus between voters on data labels.
7. Uncertainty of models vs. example informativeness.
8. Drift of concepts and interactive adaptation of models.
9. Interactive discovery of anomalies in data.
10. Counterfactual explanations in the context of uncertainty reduction.
11. Semi-supervised learning - using models to generate training data on unlabeled parts of data.
12. Interactive feature engineering.
13. Visual data mining.
14. Selected issues in the field of life-long learning.
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Learning outcomes:
After completing the course, participants will gain a broad understanding of active
learning techniques and skills in the interactive construction of ML models. In
particular:

Knowledge and skills:
1. Student knows the most important active learning techniques.
2. Student knows the basic methods for selecting a subset of data instances for labeling.
3. Student knows the basic techniques for updating ML models based on new data.
4. Student can evaluate the effectiveness of active learning techniques.
5. Student knows the basic methods of establishing consensus in a case of contradicting instance labels provided by many experts.
6. Student knows the basic techniques for identifying anomalies in data.
7. Student is familiar with the techniques of interactive data mining and visual data analysis.
8. Student knows the most important current trends in the field of active learning.

Competences:
1. Student is able prepare a report on the effectiveness of an active learning system.
2. Student can present the results of performed interactive data analysis.
3. Student can design a system for acquiring knowledge from domain experts to train and update predictive models.
Assessment methods and assessment criteria:
The final grade is determined on the basis of the sum of the points from the
laboratory and the exam.
Additionally, students of the doctoral school can pass a subject by preparing a special project related to the practical use of active learning.
Type of course
elective monographs

Requirements
Statistical machine learning (1000-317bSML)
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Prerequisites
Data mining (1000-2M03DM)
Machine learning (1000-2N09SUS)

Element of course groups in various terms:
Course group description First term Last term

Elective courses for Machine Learning (1000-OBIER-ML) 2021

Course credits in various terms:
<without a specific program>

Type of credits Number First term Last term

missing type of credits description in English (1000-OBIER) 1 2021
European Credit Transfer System (ECTS) 6 2021


